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Abstract: This study explores the development and implementation of Shadow, an advanced mobile
social robot designed to meet specific functional requirements. Shadow is intended to serve both as a
versatile tool and a human companion, assisting in various tasks across different environments. The
construction emphasizes cost efficiency and high agility, utilizing 3D printing technology exclusively.
The robot features omnidirectional kinematics and a flexible power electronics system, accommo-
dating diverse energy needs with lithium batteries that ensure at least seven hours of autonomous
operation. An integrated sensor array continuously monitors the power system, tracks tilt and
acceleration, and facilitates self-diagnostic functions. Rapid prototyping allows for swift iteration,
testing, and refinement to align with project goals. This paper provides a comprehensive blueprint
for designing cost-effective, highly agile robots using advanced manufacturing techniques. Extensive
testing, including stability and sensory skills evaluations, demonstrates Shadow’s adherence to its
design objectives. Shadow has advanced from technology readiness level (TRL) 2 to TRL 7 within a
year and is currently undergoing trials with advanced functionalities, offering significant insights
into overcoming practical design challenges and optimizing robot functionality.

Keywords: mobile social robot; cost effective; 3D printing technology; orin; omnidirectional kinematics;
prototype generation

1. Introduction

The evolution of robotics has ushered in an era where robots are not only utilized
for industrial automation but have also become integral to everyday human activities.
A significant advancement is the development of social robots designed to interact with
humans and assist in various tasks. Social robots are autonomous systems capable of
communicating, interacting, and collaborating with people naturally and effectively. These
technologies can potentially revolutionize the near future, enhancing assistance in health-
care, education, and customer service sectors [1,2]. In this context, we present Shadow, an
innovative mobile social robot that embodies this trend by integrating low-cost prototyping
and manufacturing techniques. Shadow is equipped with advanced sensors to improve
human-assisted applications.

The demand for social robots seamlessly integrating into human environments is
rapidly growing. Studies indicate that social robots can revolutionize human-robot in-
teraction by providing companionship, enhancing productivity, and assisting in daily
activities [3]. To achieve this, social robots must evolve rapidly to keep pace with tech-
nological advancements and meet user preferences and requirements. However, several
factors, like scalability, limit robot designs’ adaptability and effective lifespan. Current
challenges include integrating advanced sensors like 360◦ cameras and 3D LiDARs, and
robust embedded GPUs for real-time processing of deep neural network models. Closed or
restricted upgrade options in commercial robots can quickly lead to obsolescence.

This paper proposes the design of the Shadow social robot guided by the following
research questions: (i) What design features enhance a social robot’s use and acceptability
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during human following in real environments? (ii) How can the robot’s design adapt
to different environments and function autonomously for extended periods? (iii) What
basic equipment (sensors) should a social robot be equipped with to follow a person in a
real environment effectively? The Shadow robot aims to address crucial questions related
to human-following capabilities. It aims to offer companionship and support during
extensive work tasks in various settings. This paper seeks to create a cost-effective, agile,
and adaptable social robot. We employ 3D printing technology to achieve these goals,
directly supporting low-cost production and rapid iterations. This technology enables the
efficient and economical advancement of social robot development, facilitating prototype
creation and continuous improvement.

This article is organized as follows: Section 2 provides a background on the role of
social robots like Shadow, discussing various research questions related to functionality
and acceptance. Section 3 outlines the requirements considered during the design and
development of the robot. Section 4 describes the body design of Shadow, covering the
prototyping process, the development of the mobile base and suspension systems, and the
power electronics system used in the robot. It also discusses the various sensors integrated
into Shadow. Section 5 presents the experimental results obtained during testing. Finally,
Section 6 concludes the paper with a summary of findings and future work directions.

2. Background

The use of social robots has significantly expanded over the past decade, finding
applications in various real-world settings such as healthcare, education, and customer
service [4]. In healthcare, social robots like Paro and Pepper provide companionship and
support to patients, particularly the elderly and those with cognitive impairments [5,6].
In education, robots like NAO and Robovie enhance learning experiences and engage
students in interactive activities [7,8]. In the customer service sector, robots such as Pepper
and various hotel concierge robots assist customers and improve service efficiency [9].
These examples highlight the growing acceptance of social robots and their utility in
enhancing human–robot interactions across diverse environments. The Shadow robot,
designed explicitly for human-following tasks, is particularly useful in care environments
and customer or visitor service settings.

For social robots to be effective, they must possess several key characteristics. Firstly,
they need robust human detection and interaction capabilities to understand and respond
to human cues accurately [10]. Secondly, they should exhibit adaptive behaviors to cater
to user needs and preferences, ensuring a personalized interaction experience [2]. Addi-
tionally, they must be designed with safety and reliability, mainly when operating near
humans, to prevent accidents and ensure user trust [11]. These characteristics are essential
for successfully integrating social robots into daily life, as they directly impact the robot’s
ability to interact meaningfully and safely with humans. Our Shadow robot is equipped
with various sensors, including 360o cameras and 3D LiDAR, along with a Jetson Orin,
which enables the execution of specific algorithms for human detection, the calculation of
safe and socially accepted routes, and interaction with humans in the environment.

The design of robots involves several critical considerations to ensure functionality
and adaptability across various applications. Robot design has been revolutionized by
3D printing technology, allowing for rapid prototyping and customization of complex
structures at a reduced cost [12–14]. Modular design approaches enable the creation
of flexible systems that can be easily updated and expanded with new capabilities as
needed [15,16]. Furthermore, incorporating advanced sensors is crucial for enhancing the
robot’s perception and interaction capabilities, allowing it to operate effectively in dynamic
environments [17,18]. Shadow leverages rapid prototyping through 3D printing, with tests
and validations at each design stage. Additionally, Shadow is designed modularly to allow
easy access to each component for replacement, upgrade, or repair. The arrangement of the
sensors has also been carefully considered in the final system design.
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Robot Comparison

As part of the design process of Shadow, we analyzed and compared several well-
known commercial robots available for purchase and some custom-made robots built in
research labs [4]. The comparison shown in the Table 1 considers only the functionalities
offered by these units and advertised by the manufacturers.

Table 1. Comparison of feature availability among different robots. This table highlights the presence
or absence of various characteristics, as offered by those units and advertised by the manufacturers.
✓available; ∼ depends on model or conditions; × not available.
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Omnidirectional movement ✓ × ∼ × × × × × ×
Autonomous Navigation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Detection of people ✓ ✓ ✓ ✓ × × × ✓ ✓
Object Manipulation ∼ × ∼ × × × × ✓ ×
Video Calling × ✓ ∼ × × × × ✓ ✓
Transportation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Tracking ✓ ✓ ✓ ✓ × × × ✓ ✓
Expansible ✓ × ∼ × × × × × ∼
Low-cost focus ✓ ✓ × × × ✓ ✓ ✓ ✓

One of the key aspects of Shadow’s design is its omnidirectional movement capability,
which allows it to navigate in all directions with great agility. This feature is essential
for maneuvering in complex and narrow environments. In contrast, most of the other
compared robots, such as Morphia [19], WaPOCHI [21], Dinerbot T5 [22], Bellabot [23],
Amy Waitress [24], Hobbit [25,26], and Giraff [27], lack this capability and rely on more
traditional movements. TIAGo [20,28,29] has similar capabilities but they depend on the
specific model or conditions.

All the robots analyzed, including Shadow, Morphia, TIAGo, WaPOCHI, Dinerbot T5,
Bellabot, Amy Waitress, Hobbit and Giraff, feature autonomous navigation. This function-
ality enables robots to move independently within a defined environment, using sensors
and algorithms to avoid obstacles and follow predefined routes. Autonomous navigation is
critical for ensuring that robots can operate without constant human supervision, making
them more efficient and practical for various applications.

Shadow, along with Morphia, TIAGo, WaPOCHI, Hobbit, and Giraff, includes the
ability to detect people, which is essential for social interactions and human-assisted tasks.
The capability to detect people allows these robots to interact meaningfully with their
environment and the humans within it. However, Dinerbot T5, Bellabot, and Amy Waitress
do not offer this functionality, potentially limiting their usefulness in applications where
human interaction is crucial. The absence of this feature in some robots restricts their
potential in settings where recognizing and responding to human presence is important.

Object manipulation is an advanced feature that allows robots to interact with their
environment physically. Hobbit excels in this area, providing significant capabilities for
handling objects. Shadow and TIAGo have limited object manipulation capabilities that
depend on the model or conditions. On the other hand, Morphia, WaPOCHI, Dinerbot
T5, Bellabot, Amy Waitress, and Giraff lack this capability, restricting their functionality
to tasks that do not require direct physical manipulation. The ability to manipulate ob-
jects is precious in industrial and service applications where handling and moving items
are necessary.
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Video calling is a valuable feature for remote communication and telepresence. Al-
though Shadow does not currently include this capability, it is designed to support it in the
future, as it is equipped with the necessary components, such as a camera, microphone,
and screen. In contrast, robots like Morphia, TIAGo, Hobbit, and Giraff already offer
video-calling functionality, making them suitable for remote assistance and communication
with distant users. However, WaPOCHI, Dinerbot T5, Bellabot, and Amy Waitress lack this
feature, which may limit their effectiveness in scenarios requiring remote interaction. Incor-
porating video-calling capabilities would enhance the versatility of these robots, making
them more effective in environments where visual and audio communication is crucial.

All the compared robots, including Shadow, have transportation capabilities. This
feature allows robots to carry objects from one place to another within a defined environ-
ment, which is fundamental for logistics, services, and customer care applications. Efficient
transportation of items is necessary in various settings, and the ability to perform this task
makes these robots highly valuable for tasks involving movement and delivery of goods.

The ability to track and follow a specific person is an essential feature for assistive
and social robots. Shadow, Morphia, TIAGo, WaPOCHI, Hobbit, and Giraff include this
functionality, which is critical for applications where the robot needs to maintain proximity
to a human user. Dinerbot T5, Bellabot, and Amy Waitress lack this capability, limiting
their use in applications where human tracking is essential. Tracking capabilities ensure
that robots can provide continuous assistance and support by staying close to the user.

Expandability is another important aspect of robot design. Shadow is designed to
be expandable, allowing for the addition of new components and upgrades. TIAGo
offers limited expandability, depending on the model, while Giraff has some expandable
capabilities. Morphia, WaPOCHI, Dinerbot T5, Bellabot, Amy Waitress, and Hobbit are
not expandable, which may limit their ability to adapt to new technologies and future
needs. Expandability ensures that robots can be updated and improved, extending their
usefulness and relevance.

Lastly, a low-cost focus is a significant consideration for making robots accessible for
various applications. Shadow and several other robots, such as Morphia, Bellabot, Amy
Waitress, Hobbit, and Giraff, are designed with a low-cost focus, making them accessible
for various applications. TIAGo and other more advanced models do not emphasize cost
reduction, which may make them less accessible for some users or applications where
budget is a primary concern. The focus on cost efficiency allows for broader adoption and
deployment of robotic technologies in different fields.

For a more extensive but similar comparison, see [30]. The table shows significant
similarities in many of the compared functionalities. However, the day-to-day use of robots
in research labs involves more subtle aspects that condition their long-term availability,
such as adding more powerful computers, connectivity, software updates, part replacement,
adaptation to new sensors, warranty, etc.

Shadow addresses the deficiencies found in many commercial robots, such as TIAGo,
WaPOCHI, and Dinerbot T5. These robots often come with closed software and operating
systems customized by the manufacturer, making upgrades to sensors, hardware, and
processing components difficult. They also suffer from challenging maintenance procedures
and high costs, with no option for users to create or customize the robot to their specific
needs, and sometimes even require a subscription for the use of different functions. Shadow,
on the other hand, provides solutions to these problems by offering an open platform that
allows for easy customization and upgrades, making it more adaptable and user-friendly
at a lower cost. This is particularly valuable to researchers, educators, and developers.

3. Requirements

As mentioned above, Shadow is a low-cost social robot that requires great agility and
responsiveness in its movements. It must be able to adapt to a dynamic environment with
people and interact with them. In addition to being physically stable to operate reliably
and continuously, with a minimum autonomy of 7 h, the design of the robot must be
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human-friendly and safe, it needs to have the necessary sensors to locate and recognize
people and must reach a minimum speed of 3 km/h to follow a walking person.

Another important requirement is the size, which must be large enough to accommo-
date all the necessary technology and, at the same time, small enough to move freely in the
environment. The maximum size allowed is 625 mm wide and 2030 mm high, as these are
the minimum door dimensions according to [31]

Completing the section, the robot must be easy to upgrade, maintain, and manufacture
and have the necessary technologies to perform its task in real time.

4. Shadow Robot

Shadow is a robot with a design that ensures cost effectiveness without compromising
functionality. This balance is achieved through 3D printing, enabling rapid prototyping
and customization, allowing the creation of complex structures at a reduced cost. As
highlighted by [13], additive manufacturing technologies like 3D printing transform the
robot design and production landscape, making developing sophisticated robots on a
budget feasible. Another crucial aspect is the acceptability of Shadow’s movement within
its environment, addressing the growing demand for lighter, more agile designs akin to
biological movement [32]. The recent availability of high-powered wheel-motor units and
custom-configured lithium batteries has enabled more compact, lightweight, and efficient
mobile bases. Additionally, the design includes sensors for high-level behaviors like
people detection and tracking in complex environments, underscoring their significance in
advancing robotic capabilities [33].

Therefore, constructing our social robot (Figure 1) addresses these challenges. Shadow
leverages a quick prototyping cycle enabled by large-format 3D printers (Creality CR SO 60
PRO, Creality Store, Shenzhen, China) and a modular power electronics design, identifying
and resolving several design challenges to ensure the final product meets its objectives.
The iterative nature of rapid prototyping refines robot designs, enhancing functionality
and reliability [13,34].

Figure 1. Front and rear view of the Shadow robot. The image shows the main sensors and equipment
of the social robot.

Shadow is equipped with omnidirectional kinematics (Mecanum wheels and Drivers,
UU Motor Technology Company Ltd., Chanzhou, China), allowing it to navigate complex
environments smoothly. A versatile power electronics system complements this design
feature and can adapt to varying energy requirements. Lithium batteries were chosen for
their high energy density and reliability, ensuring a minimum of seven hours of autonomous
operation. Additionally, an array of sensors continuously monitors the power system’s
status, tilt, and acceleration, supporting a self-diagnostic function that enhances the robot’s
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reliability and performance. Shadow integrates LiDAR (Helios and BPearl, RoboSense
Technology Co., Ltd. Shenzhen, China) and 360◦ camera (Theta Z1, Ricoh Company, Ltd.,
Tokio, Japan) for complete environmental perception, supported by a high-capacity NVIDIA
Jetson Orin (Jetson Orin, Nvidia Corporation, Santa Clara, California) for executing specific
algorithms. The robot also features a touch screen for future interactions and a tray on the
front for use during tracking tasks.

4.1. Prototyping

Agile methodologies, such as rapid prototyping, have been utilized in the manufactur-
ing of Shadow. This prototyping phase is a critical step in developing any advanced robotic
system. Rapid prototyping using 3D printing technology was employed for the Shadow
robot to achieve cost efficiency and design flexibility. This iterative design process involved
multiple steps, from initial concept models to functional prototypes. Emphasis was placed
on using large-format 3D printers, which allowed for the creation of complex structures
and components with high precision. The advantages of this approach include the ability
to quickly test and refine the design, illustrating the effectiveness of rapid prototyping in
modern robotic engineering.

We iterated over a series of prototypes to meet Shadow’s specific design requirements.
This process allowed us to detect inappropriate design decisions that led to undesirable
situations, which only became apparent once the prototype was built and tested. Two
significant sources of error identified were the configuration of the volume inside the plastic
casing and the vibrations transmitted to the tray. By addressing these issues, we were able
to improve the overall design and functionality of the robot.

The 3D printing technology revolutionized our approach to robot design, enabling
rapid prototyping and customization of complex structures at a reduced cost [12–14].
This method provided the flexibility needed to iterate on designs quickly and efficiently.
Each prototype underwent rigorous testing and validation, ensuring design flaws were
identified and corrected early in development. The benefits of this approach are evident in
the precision and reliability of the final product.

Furthermore, the iterative prototyping process enabled us to refine the robot’s design
continuously. Large-format 3D printers allowed us to create detailed and accurate models,
facilitating swift adjustments and enhancements. This approach improved the design and
ensured that Shadow met all the specified requirements, including robustness, flexibility,
and cost effectiveness.

The result of the first year of work on this robot is shown in Figure 2 as a series of
prototypes. Each iteration brought us closer to a final design that effectively balances
functionality, adaptability, and user requirements.

Figure 2. Evolution of the Shadow robot. From left to right: The different phases of the construction
of the Shadow robot, from its initial version to its final version, with an omnidirectional base and a
touchscreen for interaction.
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4.2. Body Design

The body of Shadow was conceived as one sizable printable piece that serves as both
the supporting structure and the functional shape for external (human-robot interaction;
HRI) and internal (electronics and cables guiding) requirements. However, the size lim-
itation of our 3D printer (500 × 500 × 600 mm) forced us to divide the body into three
pieces and a small connecting element. This segmentation posed challenges in ensuring
the structural integrity and alignment of the components, which were addressed through
precise design and robust connectors.

The three main body sections of the robot were meticulously designed to interlock
seamlessly, forming a robust and cohesive structure. Each section was printed separately,
enabling precise attention to be given to the specific requirements of each part, such as
sensor placement, accessibility to electronic components, and the routing of cables. A small
connecting element played a critical role in maintaining the alignment and stability of the
entire assembly, thereby ensuring that the structural and functional integrity of the robot
remained uncompromised.

Additionally, this modular design allows for scalability in the construction of the robot.
This means that certain elements, like the lower section housing the electronics and wheels,
can remain unchanged, while other parts can be modified or replaced to introduce new
functionalities or features. For instance, modifications might include the addition, removal,
or expansion of sensors and actuators, enhancing the robot’s adaptability to different tasks
or environments.

4.3. Mobile Base

Shadow has been designed with omnidirectional kinematics to achieve high mobility
using four Mecanum wheels in a rectangular configuration. This design choice allows the
robot to move in any direction without changing its orientation, providing a significant
advantage in navigating complex environments. Additionally, this type of natural move-
ment is more readily accepted by people [32], aligning with the robot’s primary objective
of following a person seamlessly and intuitively.

Figure 3 illustrates the Mecanum wheels and the coordinate systems used in the
omnidirectional base. The Mecanum wheel, shown in Figure 3a, allows the robot to move
in any direction by varying the speed and direction of each wheel. Each wheel has rollers
set at a 45 degree angle to the wheel’s plane, allowing forward, backward, and lateral
motion to be combined into a single movement. Figure 3b details the coordinate systems
that describe the robot’s omnidirectional movement, showing the wheels’ positions and
the rollers’ orientation.

(a) (b)
Figure 3. Omnidirectional kinematics. (a) Mecanum wheel. (b) Coordinate system in the omnidirec-
tional base.

The inverse kinematics equations required to control the robot were derived following
the methodologies, as outlined in [35,36]. These equations are crucial for converting the
desired movements of the robot into the specific rotational speeds for each wheel. As
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shown in Figure 3a, at the center of the wheel, the linear velocity v = (vx, vy) is the sum of
the velocity components along the driving direction and the sliding direction:[

vx
vy

]
= vdrive

[
0
1

]
+ vslide

[
cosγ
sinγ

]
(1)

where γ denotes the angle at which free sliding occurs, allowed by the passive rollers on
the wheel’s circumference; vdrive is the driving speed; and vslide is the sliding speed. Solving
Equation (1) for vdrive and vslide we obtain

vdrive = vy − vx tan γ

vslide =
vx

cos γ

(2)

When the robot is moving with velocity v =
[
ωz vx vy

]⊤, each wheel ui has an
angular speed given by

ui =
[

1
ri

tanγi
ri

][xi 0 1
yi 1 0

]ωz
vx
vy

 (3)

with xi, yi being the coordinates of wheel ui with respect to the center of the robot, γi is
the angles of each roller, and ri is the radius of each wheel. From right to left, the first
transformation expresses the linear velocity at the wheel in the robot’s center b. The second
transformation calculates the driving angular velocity using Equation (2).

To obtain the final inverse kinematics equation, the position coordinates of each wheel
and the angle of its roller, ±45◦, are substituted into Equation (3). As an example, for wheel
u1 with γ = −π

4 ,

u1 =
[

1
ri

−1
ri

][−w 0 1
l 1 0

]ωz
vx
vy

 =
[
−w-l −1 1

] 1
r1

ωz
vx
vy

 (4)

Each ui vector is stacked as rows in a matrix to obtain Equation (5). This equation
links the desired velocity of the robot’s center, vx, vy, ωz, to the linear speed of the wheels,
ui. The geometric parameters w and l denote the semi-distance between wheels and the
semi-distance between axes, respectively.

u1
u2
u3
u4

 =
1
r


−w − l −1 1

w + l 1 1
w + l −1 1

−l − w 1 1


ωz

vx
vy

 (5)

By setting vz and vy to zero, the equation sends all the wheels’ speeds to the same
value, making the robot move forward. For lateral speed vy ̸= 0, wheels in the same
diagonal receive the same sign in the speed magnitude. For rotation, wheels on the same
side receive the same sign and a magnitude scaled by the geometric parameters.

This omnidirectional configuration has been translated to the real robot using four
Mecanum motor wheels. Each wheel includes a 150 W hub motor controlled by one of the
two 2-axis drivers provided by the same manufacturer.

4.4. Materials

In fused deposition modeling (FDM) printing, a variety of materials are available,
each offering unique characteristics such as resistance to external elements, toughness,
flexibility, and hardness. The materials selected for testing include PLA (polylactic acid),
ABS (acrylonitrile butadiene styrene), TPU (thermoplastic polyurethane) HARDNESS+, and PC
(polycarbonate), with all plastics manufactured by Smart Materials 3D.
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• PLA: is a cost-effective, easy-to-print, and cheap material. However, it has a low
thermal resistance and can become malleable at temperatures of around 65 °C.

• ABS: offers better mechanical and thermal performance compared to PLA. It is more
challenging to print, particularly for long-duration prints, due to warping, where
the first layer may lift off the print bed. Despite this, ABS is tougher and more
heat-resistant than PLA.

• TPU HARDNESS+: this material is more impact-resistant than both PLA and ABS and
offers good flexibility. It is also relatively easy to print, though it comes at a higher
cost. TPU’s properties make it suitable for applications requiring durable parts.

• PC: polycarbonate is known for its exceptional rigidity and strength. However, it is
brittle and challenging to print with, often resulting in imperfections and inaccuracies.
These defects can create stress concentration points, leading to potential fractures
under load.

Initially, PLA was chosen for constructing the robot’s body due to its ease of printing,
low cost, and adequate structural properties.

In Figure 4, two types of simulations are presented: static displacement analysis and
static strain analysis. These tests were conducted to evaluate the robot’s ability to support
its own weight, as well as additional loads. The first test involved applying a gravity
force on the Shadow, the second applied a distributed force of 40 kgf on the tray, while the
third applied a distributed force of 10 kgf. The results indicate that the structure of the
robot, constructed from PLA, can support these weights without exhibiting significant or
hazardous deformation.

However, the high torque generated by the wheels imposed significant stress on the
chassis–wheel connections, leading to issues such as wheel axle penetration when using
PLA and ABS. Additionally, PC was deemed unsuitable due to its printing difficulties.
After extensive testing under prolonged operational conditions, TPU was selected for its
superior durability and flexibility, which are crucial for maintaining structural integrity
under stress, as shown in Figure 5b.

(a)
Figure 4. Cont.
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(b)
Figure 4. Simulations of the Shadow robot built with PLA are presented. From left to right and top
to bottom, the tests include the robot under its own weight in gravity, with an additional weight
of 40 kgf on the tray, with a weight of 10 kgf on the tray, and the model. (a) Simulation of the
static Shadow displacement. Scale: 6.377 × 10−1 to 0 mm. (b) Simulation of static unitary Shadow
deformation. Scale: 4.033 × 10−4 to 3.028 × 10−9 equivalent strain.

(a) (b)
Figure 5. Wheel fixation solution and materials. (a) Kite tail-shaped element inserted in the robot’s
chassis. (b) State of wear of the materials after the test. From left to right: PLA, ABS, TPU HARDNESS+
and polycarbonate.

4.5. Suspension System

In our first prototype, the wheels were directly attached to the chassis. This design led
to premature wear of the plastic part of the chassis holding the wheel’s axis. To mitigate
this, we introduced an intermediate element made of a more resistant material, as shown
in Figure 5a. Additionally, the generation and transmission of vibrations caused by the
fixed attachment were problematic, highlighting the need for a more effective solution.
Consequently, the design of Shadow’s suspension system became crucial for ensuring
stability and smooth operation across various conditions.

To address these issues, we implemented a robust suspension system designed to
manage weight distribution and absorb shocks, enhancing the robot’s durability and
improving its interaction with the environment. This system allows for more precise and
reliable human-following capabilities by minimizing the impact of uneven terrain.

During testing of the initial prototypes in real-world conditions, we encountered
significant issues related to vibration. These vibrations were transmitted to the tray and
the head, where the camera was mounted, rendering the tray unsuitable for carrying
items such as medicines, bottles, or other tall objects. We identified three main causes of
these problems: (i) misalignment of the Mecanum wheels; (ii) instability in the four-wheel
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configuration, often causing one wheel to lose contact with the ground; and (iii) the rigid
connection of the motor wheels to the body. We resolved these issues by decoupling the
wheels from the chassis through a micro-adjustable suspension system.

Figure 6a shows the initial design with the wheel directly attached to the chassis. The
final design was engineered to support the robot’s weight while maintaining flexibility and
responsiveness. In addition to decoupling the wheels from the chassis, shock absorbers and
springs that could handle the dynamic loads encountered during operation were integrated.
The placement and configuration of these components were optimized to ensure even
weight distribution and to minimize vibrations that could affect the robot’s sensors and
electronics. Our design is shown in Figure 6b and the implementation in Figure 6c.

(a) (b) (c)
Figure 6. Before and after views of the wheel suspension system. (a) Wheel without damping system.
(b) Design of the damping system. (c) Wheel with damping system.

This suspension system plays a vital role in managing the robot’s stability and perfor-
mance, reducing the impact of vibrations and ensuring more reliable operation in various
scenarios; see Section 5.1.

However, a static unit deformation analysis and static displacement analysis were
performed on this damping system using different materials, including PLA, ABS, and
TPU HARDNESS+. The analysis involved fixing the joint to the chassis and applying a
vertical force of 60 kgf on the wheel axle, along with a torque force of 10 Nm. The motor’s
maximum load capacity is 50 kgf, with a peak torque of 7 Nm, as shown in Figure 7.

(a)
Figure 7. Cont.
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(b)
Figure 7. Simulations of the damping system under a vertical force of 60 kgf on the wheel axle
combined with a torque of 10 Nm are presented. The results are organized from left to right and top
to bottom, showing tests with TPU HARDNESS+, PLA, ABS, and the model. (a) Simulation of the
static damping system displacement. Scale: 2.065 to 0 mm. (b) Simulation of static unitary damping
system deformation. Scale: 0.005 to 0 equivalent strain.

The results indicate that the designed part can withstand these forces. However, TPU
HARDNESS+ exhibits more deformation compared to PLA and ABS, primarily due to its
greater flexibility. Despite this deformation, TPU HARDNESS+ remains harder and more
durable under these conditions, as demonstrated in Figure 5b.

4.6. Power Electronics

The power electronics that drive Shadow have been designed to overcome the typical
limitations of commercial robots, which often feature closed or poorly documented systems.
Ensuring a robot’s longevity and adaptability requires an infrastructure that allows for
the integration of new sensors and computing resources. These additional elements draw
energy at various voltages, which the robot’s battery system must provide, and these
requirements may not have been anticipated in the initial design.

We developed an extractable power electronics tray that offers multiple power buses
to address this challenge. This tray can be easily resized by replacing the power supplies,
ensuring flexibility and scalability. This modularity is crucial for extending Shadow’s
operational life by accommodating technological advancements and changing mission
requirements.

The primary goal of this design is to provide a robust and versatile power system that
can support a wide range of devices. The tray includes several power buses with different
voltage and current capabilities, as outlined in Table 2. This comprehensive distribution
system ensures that all components, from high-power motors to delicate sensors, receive
the appropriate power.

Table 2. Voltages and maximum currents provided by the various power buses in Shadow’s power
electronics system, ensuring flexible and scalable power distribution for diverse components.

Battery Motors Control Supply Supply Supply Supply Supply

Voltage 48 V 48 V 24 V 48 V 24 V 19 V 12 V 5 V

Max. current 22 A 13 A 5 A 20 A 10 A 10 A 10 A 10 A

Figure 8 shows a detailed layout of Shadow’s power system. On the left side, the 1 kWh
lithium battery occupies the lowest position in the chassis. This placement helps maintain a
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low center of gravity, improving the robot’s stability. Above the battery, the control buttons
and charging socket are indicated, facilitating user interaction and recharging operations.
A detailed view of the power electronics tray is provided on the right side of Figure 8. The
tray includes various power supplies delivering voltages of 48 V, 24 V, 19 V, 12 V, and 5 V,
each capable of supplying different amperages as needed. This configuration currently
powers the four 150 W wheel motors, an NVIDIA Orin unit, two 3D LiDARs, a 360◦ RGB
camera, and other smaller sensors and devices. The tray also houses the motor controllers
and fuses, ensuring safe and reliable operation. The distribution terminals are marked,
showing how power is routed to different robot components. This modular and organized
layout allows for easy maintenance and upgrades, ensuring Shadow can adapt to evolving
technological needs.

Figure 8. Detailed layout of Shadow’s power system. The left side shows the 1 kWh lithium battery at
the lowest position in the chassis for stability, along with control buttons and a charging socket. The
right side displays the power electronics tray, featuring various power supplies, motor controllers,
and distribution terminals, highlighting the modular and organized design for easy maintenance
and upgrades.

4.7. Perception System

The ability of a robot to perceive its environment and respond appropriately is crucial
for effective operation, especially in applications involving human interaction. Shadow
has various advanced sensors that allow it to detect and follow people, navigate complex
environments, and perform tasks autonomously. All sensors in Shadow are implemented
using RoboComp [37] and the cognitive architecture CORTEX [38], and their distribution is
divided into two sets: internal and external.

The integration of RoboComp provides a robust framework for sensor data processing
and hardware abstraction, enabling seamless communication and coordination among
the various sensors. The cognitive architecture CORTEX allows for easy upgrades and
integration of new sensors, ensuring that Shadow can adapt to evolving technological
advancements and diverse operational needs. By leveraging RoboComp and CORTEX,
Shadow can achieve high levels of performance and reliability in its perception and interac-
tion capabilities.

• Internal sensors. Internal sensors measure the robot’s internal state and are critical for
maintaining operational efficiency and safety. These sensors include:

– Voltmeter and ammeter on each power bus: These sensors monitor the voltage
and current on each power bus, ensuring that all components receive the cor-
rect power levels and helping to detect any irregularities that might indicate
potential issues.
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– Battery status and charge monitoring: These sensors track the charge level
and overall health of the battery, providing essential information to prevent
overcharging or deep discharge, which could damage the battery.

– Temperature sensors: Placed at several points in the Shadow, these sensors
monitor the temperature of key components to prevent overheating and ensure
optimal operating conditions.

– AHRS-IMU (Attitude and Heading Reference System—Inertial Measurement
Unit): This sensor provides data on the robot’s orientation, acceleration, and an-
gular velocity, which are crucial for maintaining stability and accurate navigation
(WT901B, Witmotion, Shenzhen, China).

A dedicated embedded processor reads these internal sensors. This processor continu-
ously collects data from all internal sensors and creates a comprehensive data structure
representing the robot’s current internal state. This data structure is then published
and made available to other robot subsystems, enabling real-time monitoring and
dynamic adjustments as needed. This architecture, supported by CORTEX, ensures
that Shadow can maintain optimal performance and respond swiftly to any internal
anomalies, enhancing its reliability and safety during operation.

• External sensors. External sensors give Shadow access to the outside world, enabling
it to perceive and interact with its environment effectively. These sensors include:

– 3D LiDARs: Shadow is equipped with two 3D LiDARs (Helios and Bpearl mod-
els, from Robosense) that provide comprehensive coverage of the surrounding
environment. The first LiDAR, placed on the head of the robot, has a conven-
tional configuration with 32 elements, covering angles from 10◦ upwards to −55◦

downwards. This sensor is essential for detecting obstacles and mapping the
environment at various heights. The second LiDAR is a dome-type model that
offers extensive coverage of 90 × 360 solid degrees, ensuring that Shadow can
detect obstacles and navigate safely in almost all directions. This configuration
provides near-complete coverage of the volume surrounding the robot, making
it highly effective in dynamic and complex environments.

– 360◦ RGB camera: This camera provides a 4 K H264 compressed stream con-
structed from two 180◦ fisheye cameras placed back to back. This setup allows
for a full panoramic view, essential for tasks requiring a comprehensive visual
context, such as people tracking and semantic navigation.

Figure 9 presents the output from the 360◦ RGB camera with LiDAR depth overlay on
a jet colormap, which illustrates Shadow’s environmental mapping, showing a 360◦ indoor
view with depth information in colors representing different distances. With these external
sensors, accurate human tracking is possible.

As one of the main objectives of Shadow is to perform navigation focused on people
tracking, we have chosen that the LiDAR data should be registered together with the
360◦ RGB image. This integration allows all detected visual elements to be accurately
positioned in 3D space. Given the post-processing applied by the camera manufacturer to
provide high-quality images and the unique front–back configuration of the two fisheye
cameras, several steps are necessary to project an arbitrary LiDAR 3D point onto the 360◦

image. The use of the CORTEX cognitive architecture [38] provides a robust framework for
integrating and processing sensory data in real time, facilitating accurate 3D positioning of
visual elements detected by the LiDARs and 360◦ camera. CORTEX enables the seamless
fusion of these data streams, improving the robot’s ability to navigate and interact with its
environment effectively, detecting and tracking people in its surroundings, and ensuring
high precision in tracking and spatial awareness.



Electronics 2024, 13, 3444 15 of 23

Figure 9. The 360◦ RGB camera output with LiDAR depth overlay on a jet colormap, demonstrating
Shadow’s environmental mapping capabilities. The image shows a panoramic indoor view with
depth information in various colors, indicating different distances from the LiDAR.

The 360◦ camera is treated as two fisheye 180◦ cameras placed back to back, combining
images into an equirectangular frame of reference. This approach allows for a seamless
panoramic view. To achieve this integration, we first define a 3D coordinate system centered
at each camera, C f for the front camera and Cb for the back camera. This setup ensures
accurate spatial alignment of visual data from both cameras, facilitating comprehensive
environmental mapping and object detection within Shadow’s cognitive architecture.

A 3D point obtained by the LiDAR is transformed into the corresponding camera
coordinate system and projected onto the fisheye image plane. This process involves
translating the LiDAR data points to the camera’s frame of reference, ensuring the spatial
relationship between the points is maintained. Each 3D point is then mapped onto the 2D
image plane of the fisheye camera, which captures a wide field of view. This transformation
allows the integration of depth information from the LiDAR with the visual data from the
360◦ camera, providing a comprehensive understanding of the environment.

Since all 2D pixels in the fisheye camera have 3D coordinates, an image pixel (x, y),
normalized between the values [−1, 1] in each of its 2D coordinates, has the following 3D
coordinates:

px = x, py =
r

tan( r·a
2 )

, pz = y (6)

where r = ∥(x, y)∥ and a is the field of view. These coordinates represent the projection
of the 2D fisheye image pixels into 3D space, allowing for accurate spatial representation.
Next, we compute a transformation to obtain coordinates in a longitude/latitude system:

la = arctan(
pz

∥(px, py)∥
), lo = arctan(py, px) (7)

Finally, the equirectangular coordinates are obtained as follows:

ex =
lo
π

, ey =
la ∗ 2

π
(8)

These equirectangular coordinates are normalized and must be scaled to the image size
of the 360◦ camera. This scaling ensures that the projected points align accurately with the
visual data, enabling precise integration of depth and visual information for comprehensive
environmental mapping and interaction; see Figure 9.

Combining the projected points with object detectors or semantic segmentation makes
it possible to assign an approximate position in 3D space to those visual elements. However,
the size of the point cloud and the 360◦ image makes an all objects, all the time policy not
advisable for real-time operation. Instead, we have introduced an attention mechanism that
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works similarly to an orientable camera but with 360◦ coverage and no mechanical delay.
This mechanism is based on a server component for each LiDAR and the camera. These
components read the data streams from the devices at maximum frequency and offer an
RPC (Remote Procedure Call) interface with parameters defining the desired vertical slice
of the 3D point cloud or an arbitrary region of the global image at a specified resolution.
The agents of the CORTEX architecture handle this processing, ensuring efficient and
real-time data integration. As shown in Figure 10, this approach allows real-time people
(or object) detection.

(a) (b)
Figure 10. (a) Global 360◦ image stream from Shadow’s 360◦ camera, showing a panoramic view
of the environment; and (b) target selected with ROI output, highlighting the identified person
for tracking.

According to specific CORTEX agents, two types of tracking can be executed simul-
taneously to enhance Shadow’s object detection and tracking capabilities. First, foveal
tracking is initiated by requesting a global, low-resolution image region from the detectors.
Once a target is identified, the region of interest (ROI) is progressively adapted and tracked,
with a PID (Proportional Integral Derivative) controller maintaining its position and size.
Second, peripheral attention to non-target, unexpected objects is managed by requesting a
large-size, low-resolution region from the server, which is then processed by the detectors.
Both tracking modes and the additional degrees of freedom the attention system provides
are integrated into the tracking architecture for optimal performance.

5. Experimental Results

Shadow’s capabilities were evaluated through a series of experimental tests. These
experiments were designed to validate the complete system, ensuring all components
function seamlessly together and meet the high-level objectives outlined in the design phase.
The experimental results include validating the suspension system, sensor calibration and
data fusion, and navigation.

5.1. Suspension System Validation

The performance of Shadow’s suspension system was validated through a series of
rigorous tests designed to assess its effectiveness in reducing vibrations. A three-axis
accelerometer was placed on the chassis with a sampling rate of 4 ms, and the robot was
driven through several forward, lateral, diagonal, and rotational movements at 800 mm/s
and 300 mm/s. Table 3 shows the movements’ sequence and speeds.



Electronics 2024, 13, 3444 17 of 23

Table 3. Sequence of movement in the vibration test.

Speed/Movement 1 2 3 4 5 6 7 8 9 10 11

Linear (y-axis) speed (mm/s) 300 0 0 0 −800 0 0 0 300 −800 0

Side (x-axis) speed (mm/s) 0 0 300 0 0 0 −800 0 300 −800 0

Rotational speed (rad/s) 0 1 0 1 0 1 0 0.5 0 0 0.5

Execution time (s) 10 6.25 10 1.25 3.75 6.25 3.75 0.25 5 3.75 1.25

Figure 11a shows the results of these tests for our original design without the damping
system. The three series represent the x, y, and z axes, with time on the abscissa and
displacement in millimeters per second squared (mm/s2) on the ordinate. High vibration
values were observed in all three axes, most prominently in the z-axis (up–down direction)
at a forward speed of 800 mm/s.

(a)

(b)

Figure 11. Cont.
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(c)
Figure 11. Acceleration comparison. Acceleration comparison. (a) Acceleration without damping
system. (b) Acceleration of damping system with 468 N/m springs. (c) Acceleration of damping
system with 1288 N/m springs.

After these results, a new design was undertaken to include a suspension system
with each wheel attached to a supporting plastic element of TPU HARDNESS+ that moves
vertically along two steel rods. The movement is constrained by two shock absorbers that
link it to the chassis. The steel rods are fixed to the chassis using metal elements that can
be adjusted in position, effectively modifying the orientation of the wheels concerning the
chassis. The shock absorbers are filled with 650 viscosity paraffin oil.

A new series of tests with different spring values were performed (see Table 4); the
first value of 468 N/m is the default setting for the shock absorber, while the second value
of 1288 N/m was calculated based on an estimated weight of approximately 50 kg for
Shadow. This calculation assumes a uniform weight distribution across the eight springs,
with a desired deformation of 50%, or about 50 mm, as shown in Equation (9):

k =
F
∆l

=
m ∗ g

∆l
=

50
8 ∗ 9.8
0.05

=
61.25 N
0.05 m

= 1225
N
m

(9)

The tests performed with this suspension system showed a drastic reduction in the
vibrations in the robot’s base that were transmitted to the tray; see Figure 11b,c. The
reduction in standard deviation obtained concerning the chassis mounting was as shown
in Table 5.

Table 4. Spring characteristics.

Parameter Spring 1 Spring 2

Step 9.5 mm 6.06 mm

Useful spires 10 16.5

Wire diameter 1.25 mm 2 mm

Length 100 mm 100 mm

Constant k 468 N/m 1288 N/m

Materials INOX-AISI 302 INOX-AISI 302

With this data, a Fast Fourier Transform (FFT) was computed with a time window
of 1 s and a time step of 0.5 s (FFT video with 1 s time window and 0.5 s time step
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https://youtu.be/DWQJhnZFJD8, accessed on 22 August 2024). The results also confirm
the drastic reduction in vibrations in all relevant modes.

Table 5. Improvement of the standard deviation concerning chassis mounting.

System/Axis X Y Z

Damping system with 468 N/m springs 64.31% 10.94% 118.02%

Damping system with 1288 N/m springs 90.1% 129.87% 333.31%

5.2. Sensor Calibration and Data Fusion

This subsection discusses the outcomes of calibrating the 3D LiDARs and the 360◦

RGB camera. To visualize the calibration results, a video demonstrating a person moving
within the environment was recorded. The video shows the alignment of the LiDAR point
cloud with the 360◦ camera imagery, highlighting the effectiveness of the calibration (the
video can be accessed at the following link: https://youtu.be/jXQAF8chnhk, accessed on
22 August 2024). Figure 12 presents a screenshot from the demonstration video, displaying
the 3D map superimposed on the 360◦ image. The depth is indicated by a color scale,
providing a clear visualization of the spatial alignment between the LiDAR data and the
camera imagery.

Figure 12. Output from the 360º RGB camera with LiDAR depth overlay on a jet colormap, demon-
strating the calibration results. The colors represent different depth levels, with warmer colors
indicating closer distances and cooler colors indicating farther distances.

The accuracy of the 3D point projections and visual data alignment was qualitatively
assessed. Although detailed quantitative error metrics are not presented here due to the
dynamic nature of the testing environment and the complexity of the data, the visual
alignment in the recorded video provides clear evidence of the high calibration accu-
racy. The calibration results are consistent with expected performance, ensuring reliable
sensor integration.

5.3. People following Navigation

This subsection presents the results of Shadow’s people following capabilities, as
demonstrated in a video (the video can be accessed at the following link: https://youtu.be/
_vndgz-sviE, accessed on 22 August 2024). The video shows Shadow following a person,
highlighting the smooth movement of its omnidirectional base. Initially, the video shows
the configuration and placement of sensors on the robot, including the 3D LiDARs and the
360◦ RGB camera.

Shadow uses a basic A* path-planning algorithm, dynamically adding the target’s pose
based on the detected person’s movements. The robot adjusts its path using a social elastic

https://youtu.be/DWQJhnZFJD8
https://youtu.be/jXQAF8chnhk
https://youtu.be/_vndgz-sviE
https://youtu.be/_vndgz-sviE
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band mechanism, adapting to environmental changes to maintain a safe and socially aware
following distance [39]. Figure 13 shows a screenshot of the robot during the following of a
person in the corridors of the Polytechnic School of the University of Extremadura, Spain.

Figure 13. A screenshot of Shadow following a person, maintaining a safe distance, and demonstrat-
ing smooth movements of its omnidirectional base (https://youtu.be/_vndgz-sviE, accessed on 22
August 2024).

The smoothness and naturalness of Shadow’s movements were qualitatively assessed
through visual observations in various real-world tests. Evaluators focused on the robot’s
ability to maintain a constant and safe distance from the person while tracking them
naturally. The video demonstrates Shadow’s ability to follow a person with smooth,
natural, and uninterrupted motion, attributed to the omnidirectional kinematics and the
navigation mechanism. This visual evidence supports the conclusion that Shadow’s motion
is fluid and natural, enhancing its suitability for socially aware navigation.

To quantify the smoothness and naturalness of Shadow’s movement, 20 evaluators
(8 roboticists and 12 non-roboticists) were asked to rate their observations on a Likert scale
from 1 to 5, where 1 represented “very poor” and 5 represents “excellent”. The ratings
focused on two key aspects: smoothness of movement and naturalness of movement.
Table 6 summarizes the results of the questionnaires.

Table 6. Mean and variance of evaluator ratings for Shadow’s movement smoothness and naturalness.

Metric Mean Variance

Smoothness 4.45 0.26

Naturalness 4.50 0.26

The results from the evaluators indicate that Shadow’s movements are perceived as
smooth and natural. These observations initially confirm the effectiveness of the Shadow’s
omnidirectional kinematics in providing a fluid and socially aware navigation experience.

5.4. Survey on Acceptance and Usability of the Shadow Robot

A survey was conducted to evaluate the acceptance and usability of the Shadow robot
among medical and therapeutic professionals. The study included fifteen participants, all
without prior knowledge of robotics. The survey utilized a Likert scale to assess various
aspects of the robot’s design and functionality. The questions posed to the participants
were as follows:

https://youtu.be/_vndgz-sviE
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• Ergonomic design: Is the robot designed ergonomically and comfortable for users?
• User safety: Does the design of the robot ensure user safety?
• Work efficiency: Does the robot enhance the efficiency of healthcare personnel’s work?
• Visual appeal: Is the robot’s design visually appealing?
• Adaptability to work environments: Does the robot’s design adapt well to different

healthcare work environments?
• Dimensional suitability: Are the robot’s dimensions appropriate and do they meet the

ergonomic needs of healthcare staff?
• Overall satisfaction: Are you generally satisfied with the design of the robot?

The survey results, see Figure 14, highlight a generally neutral perception of the
Shadow robot’s design, with specific areas receiving more varied feedback. The moderate
mean scores and variability in responses, particularly in aspects like adaptability and
dimensions, indicate that while the robot is generally acceptable, specific areas may require
refinement. Addressing these areas could enhance user satisfaction and overall usability,
making the robot more suitable for diverse healthcare environments. Further studies and
continuous feedback collection will be crucial in guiding these improvements.

Figure 14. Survey results.

6. Conclusions

The development and implementation of Shadow, a mobile social robot, demonstrate
the successful integration of advanced manufacturing techniques, omnidirectional kine-
matics, and a flexible power electronics system to meet specific functional requirements.
Shadow utilizes 3D printing technology to achieve cost efficiency and high agility, making it
a versatile tool and human companion for various environments. Integrating a comprehen-
sive sensor array and rapid prototyping methodology allowed for continuous monitoring,
swift iteration, and refinement, aligning with the project goals and overcoming practical
design challenges.

Experimental tests validated the system, including the suspension system, sensor
calibration, data fusion, and navigation. The suspension system effectively reduced vibra-
tions, enhancing stability and durability. Sensor calibration and data fusion, facilitated
by the CORTEX cognitive architecture, ensured accurate 3D positioning of visual ele-
ments, improving environmental mapping and interaction capabilities. In addition, the
navigation tests highlighted the effectiveness of Shadow’s omnidirectional kinematics for
human-following tasks.
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In future work, the possibility of adding a robotic arm for manipulation is proposed.
Thanks to its modular design in three pieces and the available power buses, only one or
two additional parts would need to be designed, while retaining the most complex part,
the lower base, which houses the wheels and power electronics.

Additionally this study highlights the unique features and advantages of the Shadow
system; a detailed performance comparison with other existing service robots remains
outside the scope of this work. Future research could focus on conducting comprehensive
performance evaluations to benchmark Shadow against other robots in terms of tracking
ability, speed, accuracy, and other relevant metrics.

Overall, Shadow has progressed from technology readiness level (TRL) 2 to TRL 7
within a year, showing its advanced functionalities and readiness for real-world applica-
tions. This study provides a comprehensive blueprint for creating cost-effective, highly
agile robots, offering valuable insights into optimizing robot functionality and overcoming
design challenges. The successful implementation of Shadow underscores the potential
of combining advanced manufacturing techniques with robust cognitive architectures to
develop efficient and versatile robotic systems.
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